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Introduction

Chemistry deals with an astonishing amount of experimental
data that concerns the properties and reactions of millions
of compounds and an enormous amount of effort has been
devoted to introducing concepts and principles to interpret
this avalanche of information. Concepts such as electronega-
tivity, hardness, and softness have become cornerstones in
this field of structure and reactivity. These widespread con-
cepts, however, are rather vaguely defined. Conceptual den-

sity functional theory (DFT) has provided a theoretical
framework in which sharp definitions of these concepts are
proposed,[1,2] thereby ensuring their computability and their
quantitative use when applied to principles and rules gov-
erning the thermodynamic and kinetic aspects of a variety
of organic and inorganic reactions. A closer look at the reac-
tion types studied in the past[3] shows the prevalence of gen-
eralized acid/base reactions and fundamental types of organ-
ic reactions (addition; elimination; and substitution involv-
ing electrophilic, nucleophilic and radical reagents) in which
the hard/soft acid/base principle[4] plays a fundamental role.
Remarkably, however, redox reactions have not received
much attention to date despite the fact that they are arche-
typal reactions that involve a change in the number of elec-
trons, which is one of the basic variables, together with the
external potential, in the perturbational approach to chemi-
cal reactivity.
The chemical potential (m) and the chemical hardness (h),

defined as the first- and second-order change in energy with
respect to the number of electrons, N, respectively, are
useful tools for describing the ability of a system to soak up
electrons. The electrophilicity index, w, recently introduced
by Parr et al. ,[5] combines both descriptors and acts as a
measure of the electrophilic power of a reactant. We have
used this index as an appropriate descriptor of the one-elec-
tron reduction reaction in our efforts to link conceptual
DFT to electrochemistry. A previous contribution from our
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group in this context[6] uses a complete family of descriptors,
namely, the electrophilicity, nucleofugality, and electrofugal-
ity,[7] to describe the redox process of a group of oxo acids.
This methodology proved to be very successful in resolving
trends in the redox potential for the different groups of oxo
acids.
Our aim in this paper is to describe the usefulness of

global and local electrophilicity values for the prediction of
the redox characteristics of first row transition metal ions.
By convention, the redox potential measures the tendency
of a chemical species in aqueous solution to acquire elec-
trons, as shown in Equation (1):

OxðaqÞ þ n e� ! RedðaqÞ ð1Þ

in which Ox refers to the oxidized species and Red to the
reduced species in solution. In this paper we are interested
in the one-electron reduction of a trivalent transition metal
ion, in other words the M3+(aq) jM2+(aq) redox couple. Pre-
vious contributions that concern the redox chemistry of first
row transition metal ions have made use of a thermodynam-
ic cycle that links the process in the gas phase with the solu-
tion process.[8,9] As these metal ions remain charged and in
solution during the reduction reaction, it is unnecessary to
model the electrode surface and it can simply be replaced
by a fictitious electron reservoir with a chemical potential of
zero, which is appropriate in the context of the electrophilic-
ity descriptor. Since redox reactions are processes that take
place in a solvent, the influence of the environment has to
be taken into account. As discussed in previous contribu-
tions by Li et al. [8] and Uudsemaa and Tamm,[9] the first and
second solvation spheres around the transition metal ion are
necessary to model the environment correctly. A combina-
tion of an explicit first and/or second solvation sphere with
a dielectric continuum model (PCM) should provide an ap-
propriate simulation of the solvent.

Theoretical Background

Electrophilicity : As recently defined by Parr et al.,[5] the
electrophilicity encompasses the decrease in energy associat-
ed with a process of maximum electron uptake between a
ligand and a perfect electron donor. They proposed a rigid
thermodynamic interpretation of the electrophilicity as a
validation of a qualitative suggestion made by Maynard
et al.[10] On the basis of a second-order model for the varia-
tion of the energy versus the change in the number of elec-
trons (DN) with constant external potential (n(r)), that is,
the potential due to the nuclei, the energy change is given
by Equation (2):

DE ¼ mDN þ 1
2

hðDNÞ2 ð2Þ

in which the chemical potential (m) and the chemical hard-

ness (h) are defined by m=

�
@E
@N

�
n and h=

�
@2E
@N2

�
n. The

system will become saturated with electrons when DE/DN
equals zero. The corresponding gain in energy, given by
Equation (3), has been identified as the electrophilicity (w)
of the system, which is given by Equation (4):

DE ¼ � m2

2h
ð3Þ

w ¼ m2

2h
ð4Þ

In a finite difference approximation, substituting m with

�
�

IþA
2

�
and h with I�A gives Equation (5) in which I and

A are the ionization potential and the electron affinity, re-
spectively.

w ¼ ðI þAÞ2
8ðI�AÞ ð5Þ

The electrophilicity takes into account the tendency of
the system to acquire an additional amount of electrons
from the environment with the factor m2, whereas the chemi-
cal hardness is a measure of the resistance of the system to
charge transfer. The charge (Dqideal) that the system carries
when it reaches maximum stabilisation is determined by the
ratio of the chemical potential and the hardness given in
Equation (6):

Dqideal ¼
m

h
¼ � I þA

2ðI�AÞ ð6Þ

Local descriptors : Local descriptors of reactivity have been
proposed to describe the site selectivity in a molecule in-
stead of considering the molecule as a whole. The Fukui
function f(r),[11] for example, which measures the sensitivity
of the chemical potential of a system to an external pertur-
bation at a particular site, is one of the most popular local
reactivity descriptors [Eq. (7)].

f ðrÞ ¼
�

dm

dnðrÞ

�
N
¼
�
@1ðrÞ
@N

�
nðrÞ

ð7Þ

Fukui functions for the attack of an electrophile or nucle-
ophile can be defined by using left and right derivatives
with respect to the number of electrons. To describe the re-
activity of an atom in a molecule it is necessary to condense
the value of f(r) around each atomic site into a single value
that quantifies the contribution of that site to the whole
molecule. The condensed-to-atom variants of these descrip-
tors for the atomic site k of a molecule are defined by using
electron populations (pk) based on a finite difference ap-
proximation of Equation (7),[12] which for a nucleophilic
attack gives Equation (8).

f k
þðrÞ ¼ pkðN þ 1Þ�pkðNÞ ð8Þ

Equation (8) is used in this article as a working equation
for the Fukui function to describe a nucleophilic attack. It is
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possible to define a local version of the electrophilicity for a
nucleophilic attack[13] associated with a site k in a molecule
by using fk

+ , which is calculated by using Equation (9):

wk
þ ¼ wf k

þ ð9Þ

Equation (9) indicates that the maximum electrophilicity
power in a molecule will develop at the site that corre-
sponds to the maximum value of fk

+ . Previous studies have
shown that the local electrophilicity is a reliable descriptor
for predicting intermolecular[14–16] and intramolecular,[15, 17]

reactivity trends.

Group philicity : In line with our previous interest in the de-
scription of group properties through DFT-based descrip-
tors,[18] the group philicity[19] concept is used in this paper.
Group philicity is defined as the sum of the condensed local
electrophilicity over the atoms coordinated to the reactive
atom. It takes the form shown in Equation (10) when ex-
pressed in terms of local electrophilicity values for nucleo-
philic attack.

wg
þ ¼

Xn

k¼1
wk
þ ð10Þ

in which n is the number of atoms coordinated to the reac-
tive atom, w+

k is the local electrophilicity for nucleophilic
attack condensed on atom k and w+

g is obtained by adding
the local philicity values of the atoms that make up the
“group”. This descriptor has been shown to be very useful
for resolving intermolecular trends in carbonyl[19] deriva-
tives, for example, and the prediction of pKa values.

[20]

Solvent effects : PMrez et al.[21] have examined the effect of
solvent on the electrophilicity index by considering the first-
order finite variation of w, expressed as Dw [Eq. (11)], that
is induced by a change from the gas to the solution phase
and characterised by the dielectric constant e of the solvent.

Dwð1! eÞ ¼
�

m

h

�
Dm� 1

2

�
m

h

�2

Dh ¼ Dwð1Þ þ Dwð2Þ ð11Þ

The terms Dm and Dh describe the variation in m and h, re-
spectively, when the system goes from the gas phase to solu-
tion. They have shown the existence of a linear relationship
between the change in electrophilicity and the solvation
energy for a series of neutral and electrophilic ligands, see
Equation (12):

Dwð1! eÞ ¼
�
2þ DNmax

DN

�
DEsolv ¼ gDEsolv ð12Þ

in which DNmax corresponds to the maximum amount of
electron transfer from the environment (and is therefore the
negative of the value of Dqideal), DN is the change in the
number of electrons and DEsolv the change in the solvation
energy.

Methodology

Studied structures : We have studied nine of the ten first-row
transition metals (Sc–Cu), all of which present an M3+ jM2+

redox couple. The Zn atom is not included in this study be-
cause the Zn3+ cation is not found in aqueous solutions, and
therefore, experimental data concerning its redox potential
are not available. A major advantage of the first row transi-
tion metal ions is that relativistic effects can be discarded
when describing these systems. Structural data for these
metal ions coupled with a discrete first and/or second solva-
tion sphere are available in the literature.[9] These structures
were used as the starting geometries for our calculations.
Table 1 gives an overview of the different transition metal

ions used in this article along with their corresponding ex-
perimental redox potentials.
An in-depth discussion of the values of these experimen-

tal redox potentials has been given by Uudsemaa and
Tamm.[9] It is worth noting that some of these values have
significant experimental uncertainties, for example, the
redox couples of Sc3+ jSc2+ , Ni3+ jNi2+ , and Cu3+ jCu2+ , and
this must be kept in mind when evaluating correlations be-
tween calculated electrophilicity values and redox poten-
tials.
Electrochemical reactions are highly dependent on the en-

vironment, therefore, it is important to adequately take the
solvent into account.[8] Experimental evidence confirms that
ions of the fourth row are not present as bare atoms in
water, but are instead octahedrally coordinated.[22] There-
fore, we included six discrete water molecules, which form
the first solvation sphere, in the quantum chemical calcula-
tion. These water molecules are oriented such that their
oxygen atoms point towards the central metal ion (see Fig-
ure 1a). This octahedron was further expanded by a secon-
dary solvation sphere of 12 water molecules, each of which
is linked through hydrogen bonds to the hydrogen atoms of
the water molecules in the first solvation sphere (see Fig-
ure 1b).
Experimental evidence[23] and molecular simulation analy-

ses[24] support the fact that the second solvation layer is com-
posed of 12 water molecules, although their arrangement is
uncertain. As noted by Uudsemaa and Tamm,[25] different

Table 1. Experimental redox potentials for the series of transition metal
ions studied.

Redox couple E8[a] [V]

Sc3+ jSc2+ �2.3[43c]
Ti3+ jTi2+ �0.9[43c,d]
V3+ jV2+ �0.255[43a–d]
Cr3+ jCr2+ �0.42[43c]
Mn3+ jMn2+ 1.54[43d]

Fe3+ jFe2+ 0.77[43b–d]

Co3+ jCo2+ 1.92[43b–d]

Ni3+ jNi2+ 2.3[43c]

Cu3+ jCu2+ 2.4[43c,d]

[a] Experimental values.

Chem. Eur. J. 2007, 13, 9331 – 9343 F 2007 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chemeurj.org 9333

FULL PAPERElectrophilicity as a Measure of Redox Potential

www.chemeurj.org


possible minima exist on the potential energy surface, al-
though one type of structure seems to be the lowest in
energy, namely that built up from two sets of nine water
molecules interacting on two parallel planes. This structure
resembles a regular dodecahedron of water molecules in
which six of the water molecules lie in the first rather than
the second coordination shell of water molecules.[26]

Spin multiplicity of transition metal ions : The octahedral sur-
rounding of the central metal ion results in an energy split
that divides the d orbitals into doubly degenerate eg orbitals
and triply degenerate t2g orbitals.

[27] The energy separation
between these orbitals, which is the ligand-field splitting pa-
rameter DO, is dependent on the type of ligands that sur-
round the central metal ion.[27] As shown by the Tsuchida
spectrochemical series, the water molecule is intermediate
between ligands that result in high- and low-spin cases,
therefore, we studied both the high- and low-spin states of
every transition metal ion.

The applicability of the electrophilicity descriptor : The elec-
trophilicity descriptor can be considered as the electron af-
finity combined with an extra term developed by Ayers
et al. known as the nucleofugality, which is calculated by
using Equation (13):[7]

w ¼ Aþ ðI�3AÞ
2

8ðI�AÞ ð13Þ

This nucleofugality term increases in importance when
the ionisation energy (I) differs significantly from three
times the electron affinity (A). As this term has a positive
energy contribution, the electrophilicity always overesti-
mates the energy change during the uptake of one electron
when considered in a field of constant external potential. In
the past, the existence of a linear relationship between the
electrophilicity and the electron affinity was shown to exist
only for values of Dqideal that are less negative than �1.[5]
The w descriptor possesses some major advantages relative
to the vertical electron affinity. Firstly, it contains the elec-

tron affinity and also carries some extra information about
the polarisability of the system through the softness factor 1/ACHTUNG-
TRENNUNG(I�A). Secondly, the local derivatives of this descriptor offer
the opportunity to study the reactive site that is prone to
electron uptake whilst also taking into account the proper-
ties of the global molecule. In the particular situation in
which the ionisation energy (I) equals three times the elec-
tron affinity (A) then the nucleofugality term becomes zero
and w and A are equal. This situation corresponds to a
system with a Dqideal value of �1 (see Figure 2).

As the metal ions in our study are triply charged and
highly prone to electron uptake, the values for Dqideal are
much more negative than �1. Therefore, it seems awkward
that the energy difference between q+Dqideal and the q
charged state is used to describe the one-electron reduction
reaction. In this paper we propose a slightly modified defini-
tion of the electrophilicity that correctly scales down the
original equation for w [see Eq. (4)] through Dqideal. It is our
aim to approximate the redox potential by using this scaled
definition. One could criticize the applicability of the elec-
trophilicity as an approximation of the redox potential when
considering the more obvious alternatives, such as the adia-
batic ionisation potential. However, the electrophilicity de-
scriptor confines the characteristics of the trivalent metal
ion that undergoes the reduction reaction by the vertical
electron affinity and ionisation potential of this species. Its
local counterpart in terms of the Fukui function offers us a
way to interpret the influence of solvent on the redox be-
haviour of the central metal ion and provides us with a clear
image of the stabilising and reductive centres in the global
complex. In the discussion of the results that follows, our ap-
proach will be compared with redox potential values calcu-
lated from the adiabatic ionisation potential coupled with a
thermodynamic cycle.
The introduction of Dqideal in this discussion follows quite

naturally from the quadratic model of the energy change
versus the charge (Figure 2). As this curve is determined in
terms of the chemical potential m and the chemical hardness
h, it is also possible to define it in terms of w and Dqideal.

Figure 1. a) The octahedral coordination of the metal ion with six water
molecules. b) A dodecahedral representation of the first and second sol-
vation spheres. Six of the eighteen water molecules form an octahedron.

Figure 2. The quadratic model for the dependence of the energy on the
molecular charge Dq for the case in which Dqideal is equal to �1.
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One could imagine a hypothetical situation in which two
systems possess the same electrophilicity, therefore, the in-
clusion of the Dqideal value for the description of the one-
electron uptake process offers the opportunity to differenti-
ate between their electrophilic powers. We will discuss two
possible situations in which Dqideal is less or more negative
than �1.
Situation in which Dqideal��1: In this case, the molecule

readily accepts more than one electron since the value of
Dqideal is more negative than �1. In the hypothesis of two
species 1 and 2, which possess the same electrophilicity, the
species with the least negative value of Dqideal shows the
largest energy change during the one-electron uptake pro-
cess (see Figure 3). To differentiate between the two species,

the original definition of the electrophilicity was made inver-
sely proportional to �Dqideal. A more negative value of
Dqideal corresponds to a species that is less able to accept
one electron. However, a simple division of the original def-
inition of the electrophilicity by the Dqideal term is unaccept-
able because it results in the expression of the chemical po-
tential. We therefore introduced a new term (p�Dqideal) in
the denominator. After examining the proportionality be-
tween wscaled and the electron affinity A for a series of differ-
ent Dqideal values, it turned out that this proportionality can
differ significantly for different Dqideal values and depends
on the term p. This large discrepancy in the proportionality
hampers comparison between different systems. The small-
est discrepancy in the proportionality between A and wscaled

was observed for the different Dqideal values in the specific
case in which p has a value of one.
As a result, the equation for wscaled has the form shown in

Equation (14):

wscaled ¼
2wEq:ð4Þ

1�Dqideal
ð14Þ

in which wEq.(4) is the electrophilicity calculated from Equa-
tion (4). The number two in the nominator is chosen so that
when Dqideal is �1 the electrophilicity values calculated by
the scaled and original definitions [Eq. (4)] converge. The
definition of wscaled is able to differentiate between the elec-
trophilic powers of two species with the same value of wEq.(4)

by using the Dqideal term. The derivative of Equation (14) to
Dqideal contains a positive value at constant wEq.(4). This
shows that species with less negative values of Dqideal have
higher values for wscaled [Eq. (15)].

�
@wscaled

@Dqideal

�
wEq:ð4Þ

¼
2wEq:ð4Þ

ð1�DqidealÞ2
> 0 ð15Þ

When expressed in terms of the ionisation energy (I) and
electron affinity (A), Equation (14) has the form shown in
Equation (16):

wscaled ¼
ðI þAÞ2
2ð3I�AÞ ð16Þ

in which the denominator is larger than its counterpart in
the original electrophilicity equation (2 ACHTUNGTRENNUNG(3I�A)>8 ACHTUNGTRENNUNG(I�A))
[see Eq. (5)]. It follows from this inequality that the ionisa-
tion energy is smaller than three times the electron affinity.
This corresponds to the situation in which the values for
Dqideal are more negative than �1.

Situation in which Dqideal	�1: In the case in which Dqideal
is less negative than �1, the system is energetically more fa-
vourable when it acquires a charge q+ Dqideal because this
means that it will be forced to take up the remaining nega-
tive charge (see Figure 4). Considering again systems with
the same electrophilicity 1 and 2, it is now the system with
the least negative value of Dqideal that possesses the lowest
electrophilic power. With respect to the first case, wEq.(4) is
now made inversely proportional to p+Dqideal and a less
negative value of Dqideal corresponds to a species that is less

Figure 3. The quadratic model for the dependency of the energy on the
molecular charge (Dq) when Dqideal is more negative than �1 for species
1 (a) and 2 (c), which possess the same electrophilicity. System 2,
with the least negative Dqideal value, has the highest energy change, which
corresponds to a one-electron uptake process (when Dq equals �1).

Figure 4. The quadratic model for the dependence of the energy on the
molecular charge (Dq) when Dqideal is less negative than �1 for species 1
(a) and 2 (c). Species 1, with the most negative Dqideal value, also
has the highest energy change, which corresponds to a one-electron
uptake process (when Dq equals �1).
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able to accept a whole electron. The most appropriate value
of p was 2 for a series of Dqideal values less negative than
�1.
The scaled formula we propose for the electrophilicity is

now shown in Equation (17):

wscaled ¼
wEq:ð4Þ

ð2þ DqidealÞ
ð17Þ

in which the Dqideal term in the denominator has the oppo-
site effect on the value of the electrophilicity than in the
previous case. The origin of the 1/(2+Dqideal) term can be
seen by analogy with the previous discussion for the situa-
tion in which Dqideal is more negative than �1. The deriva-
tive of Equation (17) to Dqideal contains a negative value at
constant wEq.(4). This indicates that species with more nega-
tive values of Dqideal have higher values of wscaled [Eq. (18)].

�
@wscaled

@Dqideal

�
wEq:ð4Þ

¼
�wEq:ð4Þ

ð2þ DqidealÞ2
< 0 ð18Þ

The denominator must also be larger in this case than the
one in the original equation of the electrophilicity because
we have scaled down the electrophilicity value [Eq. (19)],
which is true when the ionisation energy is larger than three
times the electron affinity. This situation corresponds to
values Dqideal that are less negative than �1.

wscaled ¼
ðI þAÞ2
4ð3I�5AÞ ð19Þ

Equations (14) and (17) introduced above describe the
whole spectrum of Dqideal values in a continuous way. Both
equations coincide for a Dqideal value of �1, a result we
obtain from the equality between Equation (14) and (17),
shown in Equation (20):

wEq:ð4Þ

ð2þ DqidealÞ
¼

2wEq:ð4Þ

ð1�DqidealÞ
! Dqideal ¼ �1 ð20Þ

The ultimate goal of our scaled definition of the electro-
philicity is to describe the electrophilic capacity of highly
positively charged metal ions in an appropriate manner. In
most cases we have to deal with systems for which Dqideal
values are more negative than �1, and therefore, ideally
take up more than one electron.

Computational methods

Starting structures for the 6- and 18-water models were built up from re-
cently published coordinates for these models.[9] These structures were
re-optimised at the 6-311g(d) level by using the three-parameter fitted
hybrid functional (B3LYP).[28] The B3LYP hybrid method performs
better than the GGA and the LDA schemes for the distances between
main group elements[29] that are found in the ligand structures around the
metal ions. The B3LYP functional gives structures for coordinated transi-
tion metals that are equally as good as the Becke–Perdew 86 (BP86)

functional (a GGA-type functional).[30,31] Previous work has shown that
the B3LYP functional is capable of accurately modelling some properties
of transition metals, such as structures, frequencies and energetics.[32] An
extensive study of the influence of different density functionals and basis
sets has shown that hybrid and hybrid meta exchange-correlation func-
tionals provide the most accurate geometry of, and are able to correctly
predict the reduction potential for, the Ru3+ jRu2+ couple.[33]

Frequency calculations were performed to verify that the structures were
actually minima on the potential energy surface. Symmetry breaking was
allowed during the optimisation procedure. The remaining solvent was
modelled through a polarizable continuum model (PCM)[34] around the
optimised gas-phase structures. Local condensed values of electrophilic
Fukui functions were calculated by using the natural population analysis
method (NPA)[35] to determine the electronic population of the N and
N+1 systems. The electronic properties, such as the electrophilicity, were
expressed in terms of the vertical electron affinities and ionisation ener-
gies, which obliged us to calculate the energy of the divalent and tetrava-
lent ions at the geometry of the trivalent cations. All calculations were
performed by using the Gaussian 03 software package.[36]

Results and Discussion

High-spin or low-spin states? It is not possible in crystal
field theory to say that a particular ligand exerts a strong or
a weak ligand field without also considering some properties
of the metal ion, such as its nature and its oxidation state.[27]

We examined the structures in the high- and low-spin states
by performing an energetic analysis and chose the state with
the lowest energy. It is not relevant to consider high- and
low-spin states for 3d metal ions when less than four or
more than eight electrons fill the d orbitals, therefore, high-
and low-spin states for the oxidized species are only possible
for Mn3+ , Fe3+ , Co3+ and Ni3+ ions. The energetic differen-
ces between the high- and low-spin structures for the differ-
ent environments are given in Table 2. The trivalent cations

of Mn and Fe are more stable in the high-spin than in the
low-spin state. This energetic difference decreases, however,
when considering more detailed representations of the envi-
ronment. Nonetheless, the high-spin states of Mn3+ and
Fe3+ remain lower in energy, and therefore, they will be
used in the subsequent discussion. The low-spin states of the
Co3+ and Ni3+ cations are more stable for the 18-water
models than their high-spin counterparts. Experimental evi-
dence also confirms that Co3+ is present in its low-spin state
in solution. As the energetic differences between the high-
and low-spin states of Co3+ and Ni3+ are relatively small
when explicit water ligands are included in the cluster

Table 2. Energy difference between high- and low-spin states for Mn3+ ,
Fe3+ , Co3+ , and Ni3+ cations in different representations of the environ-
ments.

Ehigh�Elow [kJmol�1]
Oxidized species Bare atom 6 water 18 water

Mn3+ �271.1 �72.2 �41.2
Fe3+ �543.6 �134.3 �72.7
Co3+ �593.3 �8.8 24.6
Ni3+ �293.6 �14.7 0.1
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model (between 0.1 and 25 kJmol�1), both spin states will
be studied in the following discussion.

Solvent effects on global reactivity descriptors : The elec-
tronic chemical potential (m) is always negative for the triva-
lent metal ions in the different models. This ability to take
up electrons decreases, however, when considering more ex-
plicit water molecules in the cluster model (Table 3). The in-
crease of the chemical potential or decrease of electronega-
tivity (since the electronegativity c equals �m) can be ex-
plained either by an electronic saturation effect coming
from a charge transfer from the solvent molecules to the
cation[37] or as a result of a polarization effect induced by
the bulk solvent.[21] In contrast to the chemical potential, the
chemical hardness diminishes, which results in softer systems
and suggests a lower resistance to the exchange of electrons
with their environment. The inclusion of more solvent mole-
cules causes an increase in the effective radius (solute radius
plus the first or second solvation sphere) of the solute mole-
cule. As a basic inverse proportionality exists between the
size of a system and its hardness, the chemical hardness will
decrease.[4,38] The value of the electrophilicity decreases with
the introduction of explicit water molecules owing to varia-
tions in the chemical potential rather than the hardness.

Bringing reagents from a gaseous environment into solu-
tion phase (M3+(g)!M3+(aq)) is characterized by a solva-
tion energy (DEsolv), which has an effect on the reactivity de-
scriptors of the reagent. Table 3 shows the influence of a di-
electric continuum on the values of the chemical potential
(m), the chemical hardness (h) and the electrophilicity w.
Changes in the descriptors through use of the PCM model
were calculated as the difference between the values given
by this model and those in the gas phase. The solvation
energy was measured as the difference between the energy
in solution and that in the gas phase.
Placing systems in a dielectric continuum results in lower

values of the chemical hardness, and as a result, in softer
species with respect to the gas phase. The chemical poten-
tial, however, increases upon going from the gas phase to so-
lution.[39] Less significant changes in the chemical potential
are observed for the most elaborate representations of the
discrete solvent shells. This finding can be explained by con-
sidering the charge dependency of the change in the chemi-
cal potential, as discussed by PMrez et al.[21]

Since the inclusion of more water shells results in a deloc-
alisation of the charge away from the metal core, the chemi-
cal potential decreases less. As previously mentioned, the in-
crease in m is the main reason for the decrease in the elec-

Table 3. The chemical potential (m) the chemical hardness (h) and the electrophilicity (w) in the gas phase (G) and their change in solution (Dm, Dh,
Dw) for the 3d metal ions. Values for the solvation energy (DEsolv) are also reported. All values are given in a.u.[a]

m(G) Dm h(G) Dh w(G) Dw DEsolv

Sc3+ bare atom �1.819 0.949 1.767 �0.322 0.936 �0.674 �1.427
6H2O �0.686 0.446 0.469 �0.151 0.503 �0.412 �0.696
18H2O �0.493 0.303 0.415 �0.113 0.293 �0.234 �0.499

Ti3+ bare atom �1.325 0.984 0.586 �0.329 1.499 �1.273 �1.483
6H2O �0.663 0.452 0.324 �0.153 0.680 �0.550 �0.705
18H2O �0.469 0.303 0.288 �0.119 0.382 �0.301 �0.501

V3+ bare atom �1.419 0.995 0.644 �0.333 1.562 �1.273 �1.497
6H2O �0.707 0.456 0.330 �0.167 0.757 �0.564 �0.706
18H2O �0.502 0.304 0.308 �0.120 0.409 �0.304 �0.502

Cr3+ bare atom �1.491 1.034 0.672 �0.346 1.655 �1.334 �1.558
6H2O �0.711 0.460 0.393 �0.156 0.643 �0.511 �0.715
18H2O �0.497 0.304 0.363 �0.119 0.341 �0.264 �0.503

Mn3+ bare atom �1.579 1.057 0.659 �0.352 1.891 �1.448 �1.590
6H2O �0.747 0.458 0.308 �0.155 0.905 �0.631 �0.712
18H2O �0.531 0.303 0.281 �0.114 0.502 �0.346 �0.504

Fe3+ bare atom �1.592 1.075 0.877 �0.359 1.445 �1.186 �1.616
6H2O �0.770 0.457 0.368 �0.154 0.805 �0.576 �0.710
18H2O �0.551 0.301 0.302 �0.114 0.503 �0.336 �0.501

Co3+ M=1 bare atom �1.666 1.089 0.621 �0.362 2.234 �1.593 �1.641
M=1 6H2O �0.759 0.468 0.345 �0.156 0.834 �0.610 �0.727
M=1 18H2O �0.534 0.305 0.310 �0.119 0.460 �0.323 �0.506
M=5 bare atom �1.564 1.089 0.731 �0.364 1.674 �1.366 �1.639
M=5 6H2O �0.775 0.459 0.275 �0.155 1.093 �0.676 �0.715
M=5 18H2O �0.576 0.303 0.247 �0.116 0.674 �0.388 �0.503
Ni3+ M=2 bare atom �1.782 1.105 0.717 �0.368 2.213 �1.558 �1.661
M=2 6H2O �0.805 0.467 0.277 �0.155 1.173 �0.700 �0.726
M=2 18H2O �0.575 0.304 0.239 �0.114 0.691 �0.396 �0.508
M=4 bare atom �1.685 1.105 0.747 �0.368 1.899 �1.456 �1.661
M=4 6H2O �0.801 0.460 0.242 �0.156 1.324 �0.651 �0.715
M=4 18H2O �0.591 0.303 0.228 �0.119 0.765 �0.387 �0.503
Cu3+ bare atom �1.752 0.896 0.774 �0.299 1.984 �1.213 �1.345

6H2O �0.799 0.463 0.269 �0.155 1.185 �0.691 �0.722
18H2O �0.583 0.303 0.249 �0.118 0.683 �0.385 �0.505

[a] The values obtained for both spin multiplicity states (M) of Co3+ and Ni3+ are also quoted.
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trophilicity values. The solvation energy also stabilizes the
charged species, thereby decreasing the value for the elec-
trophilicity in solution further. The changes in the reactivity
descriptors, such as the electrophilicity and h, seem to de-
crease from the 6-water model to the 18-water model, which
suggests that the quality of the solvent description increases.

Relationship between the redox potential and the electro-
philicity : The electrophilicity values of the oxidized forms of
the transition metal ions, namely, the trivalent species
ACHTUNGTRENNUNG(M3+), were calculated from Equation (4) for the different
models of the environment. As mentioned in the Methodol-
ogy section, a first (six H2O molecules) and/or a second sol-
vation sphere (which results in a total of 18 H2O molecules)
was explicitly included in combination with a dielectric con-
tinuum to model the remaining solvent. High- and low-spin
states were considered only for Co3+ and Ni3+ . The correla-
tion coefficients between the redox potential and the elec-
trophilicity for the different cluster models are given in
Table 4.

The explicit consideration of the first and/or second solva-
tion sphere improves the correlation coefficients between
the electrophilicity and the redox potential. As the influence
of ligands on the chemistry of the transition metal ion is im-
portant, an explicit consideration of the solvent molecules is
absolutely necessary for a correct description of the system.
The continuum solvent model provides an effective alterna-
tive to the inclusion of long-range electrostatic interactions,
although it fails when only the metal ion is studied owing to
the absence of a strong ligand effect. The increase in R2

values when more discrete solvent molecules and a continu-
um solvent model are included can be explained by a de-
crease in the charge of the metal ion, which becomes more
delocalised over the different water molecules.
The PCM model works well for neutral systems,[34] where-

as highly charged species are difficult to represent in PCM.
The inclusion of more discrete solvent molecules results in a
delocalisation of the charge on the metal ion to the sur-
rounding water molecules. As a consequence, the PCM
model sees a less charged surface of the molecule, which im-
proves the description of the system. Lower correlation co-
efficients were found when the low-spin states of Ni3+ and
Co3+ were included in the data set instead of their high-spin
counterparts because the latter resulted in outliers in the

graphs. Uudsemaa and Tamm[9] have reported that the cal-
culated redox potentials of the low-spin states for the Ni3+ j
Ni2+ and Co3+ jCo2+ couples differ more from the experi-
mental values than the high-spin states. They assigned these
discrepancies to the large uncertainties in the experimental
values of the redox potentials. However, by using a hyper-
bolic fitting instead of a linear relationship between the
redox potential and the electrophilicity, the R2 values im-
prove. As a more negative value of �1/w is linked to a re-
agent that is less prone to an electron uptake process (corre-
sponding to a lower w), the trends in �1/w and w have qual-
itatively the same meaning, but give quantitatively different
results. These findings are summarized in Table 4, which
confirms that the hyberbolic fitting improves the correlation
coefficients.

Relationship between the redox potential and the scaled
version of the electrophilicity : As stated in the Methodology
section, we have proposed a modified version of the electro-
philicity expression that explicitly takes into account the
Dqideal value.
Validating this equation [Eqs (14) and (17)], we re-exam-

ined the relationship between the redox potential and the
scaled electrophilicity index (wscaled). The correlation coeffi-
cients obtained are summarised in Table 5.

The scaled electrophilicity index gave appreciably better
correlations for every model than the original definition of
the electrophilicity index (see the section on the Relation-
ship between the redox potential and the electrophilicity
and Tables 4 and 5), especially in the cluster that included
six water molecules in the gas phase and in solution (Fig-
ure 5a and b). This reinforces the idea that the explicit inser-
tion of this value is useful in improving the description of
the redox reaction for those systems with highly positively
charged ions and a broad spectrum of Dqideal values. It can
be seen from Figure 5b that the electrophilicity calculated
from Equation (4) for metal ions that are easily reduced, in
other words those that possess a high redox potential, shows
larger differences between the w of the metal ions than
their respective redox potentials. Since the original defini-
tion of the electrophilicity carries insufficient information in
the case of highly positively charged ions, the explicit intro-
duction of Dqideal values corrects this lack of information.
The energy differences between the electron affinity and the
electrophilicity are a measure of the overestimation of the

Table 4. Correlation coefficients between the redox potential and the
electrophilicity (w) and its reciprocal (�1/w) in the different models con-
sidered. The asterisk indicates that low-spin states of Co3+ and Ni3+ were
used instead of their high-spin counterparts.

R2 [a] Gas Continuum 6H2O 6H2O+

continuum
18H2O 18H2O+

continuum

w 0.76 0.44 0.88 0.76 0.87 0.79
* 0.83 0.73 0.79 0.72
�1/w 0.68 0.56 0.95 0.96 0.94 0.95
* 0.91 0.91 0.88 0.91

[a] Correlation coefficient.

Table 5. Correlation coefficients between the redox potential and the
electrophilicity calculated with the scaled formula for the triply charged
metal ions in the different models of the environment. The asterisk indi-
cates that low-spin states of Co3+ and Ni3+ were used instead of their
high-spin counterparts.

R2 Gas Continuum 6H2O 6H2O
+continuum

18H2O 18H2O
+continuum

wscaled 0.83 0.57 0.95 0.95 0.90 0.91
* 0.91 0.90 0.84 0.85
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electrophilicity for the description of the one-electron pro-
cess. As can be seen from Figure 6, the energy difference be-
tween the electrophilicity calculated from the original for-
mula and the electron affinity seems to increase with de-
creasing values of Dqideal. The differences are spread out
considerably for the same values of Dqideal, which results in
overestimations of between 0 and 18 eV and thereby ham-
pers any meaningful comparisons. The scaled expression for
the electrophilicity does a much better job as a measure of
the electron affinity by keeping the deviation, which here is
an underestimation, small (<4 eV) and homogeneous.
In some cases the original definition of the electrophilicity

yields an incorrect prediction of the relative ability to accept
electrons, as shown in Table 6.
For the couples in which the electrophilicity values are

almost the same (labelled [a] in Table 6), the electrophilicity
is not able to differentiate between these species, and there-
fore, it is the Dqideal value that now plays the crucial role, as
introduced in the new definition of the electrophilicity. A

less negative value of Dqideal makes species more electrophil-
ic, which corresponds to an increase of the redox potential.
The only exception is the last case (Mn3+ and Fe3+ metal
ions), in which the correspondence with the redox potential
is broken. In other cases the electrophilicity values of both
species are different (labelled [b] in Table 6). The sequence
of values obtained with the original definition of the electro-
philicity differs from the trend in the redox potential. The
scaled definition manages to correct the electrophilicity
values.
Identifying the slope as the inverse of the Faraday con-

stant (1/F=27.21 V per a.u. of energy) and the cutoff value
as the negative of the standard hydrogen potential
(�4.28 V)[33,40,41] it seems possible to use the electrophilicity
descriptor to directly measure the redox potential from Fig-
ure 5a. As proposed by Parr et al. ,[5] the electrophilicity
index is based on a thermodynamic interpretation of the
energy change of the system after a maximum uptake of
electrons, therefore, connecting an electronic property to

Figure 5. a) A plot of experimental E8 values versus wscaled in the cluster
with six water molecules and a solvent model. The ideal line (dotted
line) is given for comparison. b) A plot of experimental E8 values versus
w calculated by using Equation (4) for the cluster with six water mole-
cules and a solvent model. The results for the low-spin cases of Co3+ and
Ni3+ are shown as squares in both a) and b) and are not incorporated in
the correlation.

Figure 6. Difference between w (original (&) and scaled (^) equations)
and the electron affinity, expressed in eV, as a function of the Dqideal
value for species in the gas phase and in solution.

Table 6. Summary of the results for wEq.(4), wscaled, and Dqideal versus the
redox potential for metal ions in the gas phase, in solution, and in the 6-
and 18-water models. (see text for the meaning of [a] and [b]).

wEq.(4) [a.u.] Dqideal wscaled [a.u.] E8 [V]

bare atom in gas phase[a]

Mn3+ 1.891 �2.39 1.114 1.54
Ni3+ (M=4) 1.899 �2.25 1.167 2.3
bare atom in PCM[a]

Mn3+ 0.443 �1.70 0.328 1.54
Ni3+ (M=4) 0.444 �1.53 0.351 2.3
6-water model[b]

Ti3+ 0.680 �2.05 0.446 �0.9
Cr3+ 0.643 �1.81 0.458 �0.42
6-water model + PCM[a]

Ti3+ 0.130 �1.23 0.117 �0.9
Cr3+ 0.133 �1.06 0.129 �0.42
18 water model[a]

Mn3+ 0.502 �1.89 0.347 1.54
Fe3+ 0.503 �1.82 0.356 0.77

[a] Almost identical electrophilicity values. [b] Different electrophilicity
values.
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the Gibbs free-energy presupposes that entropic and ther-
mal contributions are small. The standard redox potential
can be determined from the Nernst equation [Eq. (21)] by
calculating the Gibbs free-energy change of the complete
redox reaction in which n is the number of exchanged elec-
trons and F is the Faraday constant.

E
ðvs: SHEÞ ¼ �DG


nF
ð21Þ

The calculated value of E8 is thus related to the reduction
potential of a reference electrode, in this case the standard
hydrogen electrode (SHE, H+(aq)+e�!1=2H2(g)) with an
associated free-energy change of �4.28 eV. Equation (19)
can be rewritten explicitly in terms of the standard Gibbs
free-energy of the reduction reaction of the metal ion
(DG
redox) and the SHE (DG
SHE) in which the number of ex-
changed electrons n is now one [Eq. (22)].

E
ðvs: SHEÞ¼ �DG


nF

¼ �ðDG


redox�DG
SHEÞ
F

¼ � 1
F

DG
redoxþ
DG
SHE

F

ð22Þ

Equation (22) can be reformulated by approximating
DG
redox as the negative of the electrophilicity w (DG
redox�
�w ACHTUNGTRENNUNG(M3+)) to give Equation (23) in which E
abs is the absolute
value of the redox potential, which takes the Gibbs free-
energy of the SHE into account explicitly, and E8 is the
value of the redox potential relative to the absolute half-cell
potential of the SHE.

E
�DG
SHE

F
¼ E
abs ¼

w

F
ð23Þ

As shown in Figure 7, the correlation coefficient between
the scaled electrophilicity (in terms of V) and the absolute
redox potential is very high, with a cutoff value of zero for
metal ions in a first solvation sphere and a PCM solvent.
The introduction of our scaled formula, which explicitly in-
cludes Dqideal values, means that the electrophilicity can act
as an appropriate estimation of the one-electron energy
change. This is remarkable because the electrophilicity does
not contain information about the properties of the reaction
product.
The results for wscaled are listed in Table 7 along with the

absolute values of the redox potentials. The difference be-
tween the electrophilicity values calculated with the scaled
equation and the absolute redox potential are smaller than
0.20 V for five out of the nine metal ions (Sc, V, Fe, high
spin Co and Cu). The environment was modelled by a six-
water environment accompanied by a dielectric continuum.
Although the aim of this article is not so much to obtain an
accurate calculation of the redox potential, since other com-
putational procedures based on a thermodynamic
cycle[8,9,33,41] and Car–Parrinello molecular dynamics simula-

tions[42] are more suited for this purpose, we nonetheless ob-

tained a reasonably good estimation of the redox potential
values.
Besides the wscaled values, we also calculated the redox po-

tential by a thermodynamic cycle. Examples of such cycles
are numerous in the literature[8,9,33,41] for use in the theoreti-
cal prediction of standard reduction potentials. In the study
of one-electron reduction reactions a thermodynamic cycle
relates the free-energy change in the studied reduction half-
reaction (DG
redox) to the free-energy change in the gas phase
and standard-state solvation free-energies of the oxidised
(DG
solv(ox)) and reduced species (DG
solv ACHTUNGTRENNUNG(red)).

Figure 7. Correlation between the values of E
abs and wscaled for metal ions
that are surrounded by six water molecules and a solvent model. The
low-spin cases for Co3+ and Ni3+ are indicated by squares.

Table 7. Values for wscaled in a six-water model with a dielectric continu-
um and E8 values calculated from a thermodynamic cycle versus the ex-
perimental absolute E8 values.

E
abs
[a]

[V]
wscaled [V] E
abs

[b] [V]
6H2O+continuum

E
abs
[b] [V]

18H2O+continuum

Sc3+ 1.98 1.98 2.80 1.86
Ti3+ 3.38 3.17 3.87 3.02
V3+ 4.02 4.13 4.87 3.76
Cr3+ 3.86 3.51 4.54 3.50
Mn3+ 5.82 5.15 6.57 5.40
Fe3+ 5.05 5.07 6.01 5.06
Co3+

M=1
6.20 4.80 7.05 5.97

Co3+

M=5
6.20 6.24 7.23 6.23

Ni3+

M=2
6.58 6.78 8.03 6.78

Ni3+

M=4
6.58 7.40 8.24 6.98

Cu3+ 6.68 6.82 7.94 6.74
MUE[c] 0.26 0.94 0.22
MSE[d] �0.01 0.94 �0.11

[a] Experimental values. [b] Calculated values. [c] MUE: mean unsigned
error calculated for all high-spin complexes. [d] MSE: mean signed error
calculated for all high-spin complexes.
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The expression for the redox potential for one-electron
reduction reactions, based on Equation (22), will then
become that given by Equation (24):

E
ðvs: SHEÞ¼ � 1
F

DG
redoxþ
DG
SHE

F

¼ � 1
F
ð�I
 þ DG
evrþ DG
solvðredÞ�DG
solvðoxÞÞ þ

DG
SHE

F
ð24Þ

in which I8 is the adiabatic ionisation energy of the reduced
species at 0 K and DG
evr is the electronic, vibrational and ro-
tational contribution to the free-energy difference of the re-
duction reaction in the gas phase. The absolute values of the
redox potential calculated by means of a thermodynamic
cycle are listed in Table 7. The electrophilicity descriptor in
the scaled form seems well capable of predicting and quanti-
fying the redox potential (Table 7). To compare the perfor-
mance of our approach to the thermodynamic cycle method
the potential difference between calculated and experimen-
tal redox potential values is given by the mean unsigned
error (MUE) and mean signed error (MSE) in Table 7.

The MUE and MSE values show that redox potential
values approximated by wscaled, which were calculated in a
cluster of six water molecules surrounded with a continuous
solvent, gave better quantitative results than the thermody-
namic cycle calculation in a cluster of six water molecules
embedded in a continuous solvent. Furthermore, these wscaled

values are almost as accurate as the redox potentials ac-
quired from a thermodynamic cycle approach in an 18-water
cluster. One exception is the low-spin state of Co3+ , which
was also found to be an outlier in the previous discussions.

As stated earlier, one of the advantages of working with the
electrophilicity is the possibility of transforming it into a
local version through the Fukui function. The local philicity
will be thoroughly discussed in the following section.

Local reactivity descriptors : The local philicity is a
more powerful concept than the global electrophi-
licity because the former contains the latter in
combination with the site selectivity in the mole-
cule. Instead of studying the whole system, local

values of the electrophilicity provide a clear image of the
ability of a metal ion to accept electrons. To identify the
most reactive site of the global complex, the values of the
electrophilicity for nucleophilic attack and charges were cal-
culated for the metal ion and the first and second solvation
layer. It can be seen from Table 8 that the charge of the
global system is not completely condensed on the metal ion,
but instead it is delocalised over the surrounding water mol-
ecules, which indicates that some transfer of electron density
takes place from the water ligands to the ion. The values for
the Fukui functions for nucleophilic attack (f+) (Table 8)
and the group philicity w+ (Figure 8a) in the six-water
model show that this complex consists of two reactive re-
gions, namely, the central metal ion and the first solvation
sphere. If one includes the w+ values condensed on both re-
gions in the description of the redox properties, this will
simply lead to the global electrophilicity descriptor in the
six-water model. We have already shown the efficiency of
this descriptor in relation to the redox potential (see the sec-
tion on the Relationship between the redox potential and
the electrophilicity).

Table 8. Overview of the charge (NPA) and the electrophilic Fukui functions condensed on only the metal ion, only the first, and only the second solva-
tion sphere for the different transition metal ions.

qNPA f+

Bare atom Solvation model Bare atom First sphere Second sphere Bare atom First sphere Second sphere

Sc3+ 6H2O 2.101 0.899 0.650 0.350
Sc3+ 18H2O 2.024 0.382 0.594 0.507 0.174 0.319
Ti3+ 6H2O 1.944 1.056 0.551 0.449
Ti3+ 18H2O 1.871 0.524 0.605 0.565 0.286 0.148
V3+ 6H2O 1.886 1.114 0.504 0.496
V3+ 18H2O 1.809 0.575 0.617 0.495 0.351 0.154
Cr3+ 6H2O 1.876 1.124 0.380 0.620
Cr3+ 18H2O 1.817 0.556 0.627 0.355 0.478 0.167
Mn3+ 6H2O 2.030 0.970 0.388 0.612
Mn3+ 18H2O 1.964 0.391 0.645 0.354 0.487 0.159
Fe3+ 6H2O 2.146 0.854 0.502 0.498
Fe3+ 18H2O 2.136 0.240 0.625 0.524 0.324 0.152
Co3+

M=5 6H2O 2.036 0.964 0.415 0.585
M=5 18H2O 2.025 0.346 0.629 0.439 0.406 0.154
M=1 6H2O 1.676 1.324 0.278 0.722
M=1 18H2O 1.627 0.719 0.654 0.263 0.569 0.169
Ni3+

M=4 6H2O 1.939 1.061 0.335 0.665
M=4 18H2O 1.940 0.420 0.640 0.370 0.470 0.160
M=2 6H2O 1.782 1.218 0.217 0.783
M=2 18H2O 1.744 0.578 0.677 0.204 0.616 0.180
Cu3+ 6H2O 1.861 1.139 0.243 0.757
Cu3+ 18H2O 1.846 0.480 0.674 0.248 0.571 0.181
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The inclusion of a second solvation sphere to give the 18-
water model rearranges the charge of the first solvation
sphere, whereas the charge on the metal ion remains nearly
constant. Concerning the different metal ions, the charge on
the second solvation sphere remains almost constant (except
for Sc3+) and is higher than the charge on the first one
(except Co3+ , which has a multiplicity of one). The values of
the charges do not change when molecules are transferred
from the gas phase to solvent (PCM). In fact the different
solvation layers can be considered as a kind of conductor
that provides transfer of an electron through hydrogen
bonds towards the central metal ion. The second solvation
sphere must attract the electrons from the electrode and
pass them efficiently to the central metal ion. The small
values of f+ condensed on the second solvation sphere sug-
gest that a large part of the attracted electron is transferred
to the inner core of the complex. In combination with the
w+ values presented in Figure 8b, these results confirm that
the second solvation sphere has only a small influence on
the reactivity of the global system and really acts as kind of
a continuum.
The combination of the properties of the central metal

ion and the first solvation sphere correctly mimics the redox

behaviour of the global cluster. The group philicity values of
the central metal ion that include the first solvation sphere,
given by Equation (25), yield results in relation to the exper-
imental redox potential that are as equally good as the elec-
trophilicity values of the global complex in the 18-water
model (see Tables 4 and 9).

wg
þ ¼

Xfirst shell
k

wk
þ þ wmetal ion

þ ð25Þ

This finding confirms that the second solvation sphere has
no effect on the reactivity of the transition metal ion. One
exception is the Sc3+ ion, which possesses higher values of
w+ on the second solvation sphere than on the first one.
Highly reactive domains that possess large values of f+ on
the outside region of the global system, as is the case for the
second solvation shell in Sc3+ , will make it even more diffi-
cult for an electron to reach the inner core of the cluster,
therefore, this ion has a lower redox potential.

Conclusions

The global value of the electrophilicity correctly predicts the
redox characteristics of transition metal ions in aqueous so-
lution. The explicit inclusion of the aqueous environment by
water molecules in a first and second solvation sphere im-
proves the description of the one-electron uptake process.
As the electrophilicity contains too little information about
the transition of the system from the N to the N+1 elec-
trons state in the case of highly positively charged ions, a
scaled equation that includes the value of Dqideal has been in-
troduced. This scaled electrophilicity index has shown its ef-
ficiency in resolving trends in the redox potential and acts
as a good estimate for redox potential values. Analysis of
the local electrophilicity makes it possible to identify differ-
ent reactive regions of the global metal–aqua complex. This
complex is built up from a very reactive first solvation
sphere, which acts as an important region during the elec-
tron uptake process, whereas the second solvation sphere
acts as an electron attracting region that carries the electron
to the core region of the metal–aqua complex. The second
solvation sphere works as a continuum that does not influ-
ence the reactivity of the remaining complex considerably.
Trends in the redox potential can therefore be correctly
mimicked by using the group philicity of the first solvation
sphere and the metal ion.

Figure 8. Group w+ values condensed on a) the metal ion and the first
solvation shell and b) the metal ion and the first and second solvation
shells for the different trivalent transition metal ions.

Table 9. Correlation coefficients between group w+ and E8 for values of
w+ condensed on the first solvation layer and the metal ion. * Low-spin
states of Co3+ and Ni3+ are used instead of their high-spin counterparts.

R2 18H2O 18H2O+PCM

w+
g 0.90 0.80

* 0.83 0.74
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